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A B S T R A C T

The heterodyne phase-sensitive optical time-domain reflectometry (Φ-OTDR) technique has been widely applied 
in various fields. In this context, we propose a digital phase demodulation algorithm, FTM-STPC, which effi
ciently integrates fading noise suppression directly into heterodyne Φ-OTDR systems, thus eliminating the need 
for additional phase demodulation and noise suppression hardware modules. Diverging from traditional digital 
coherent demodulation methods, FTM-STPC optimizes the phase demodulation process by utilizing frequency 
domain processing instead of generating digital orthogonal signals and digital time-domain filters. This approach 
not only improves phase information fidelity through adaptive filtering but also precisely identifies fading points 
by detecting residues and employs Spatial-Temporal Phase Compensation (STPC) for effective fading noise 
suppression under challenging conditions. Simulation and experimental results confirm that, compared to 
traditional digital I/Q phase demodulation, the proposed FTM-STPC achieves improvements in demodulation 
speed, accuracy, and noise resistance, while reducing fading noise suppression to below 1%.

1. Introduction

Since the phase-sensitive optical time-domain reflectometry 
(Φ-OTDR) was first proposed in 1993, it has emerged as an essential tool 
in distributed sensing [1]. Renowned for its ability to accurately localize 
disturbances along optical fibers and reconstruct multidimensional 
signal characteristics for the events of interesting, including amplitude, 
phase, and frequency [2]. In Φ-OTDR systems, phase demodulation is 
pivotal, significantly influencing performance, complexity, and cost. 
Various optimization techniques have been developed, including 3 × 3 
coupler schemes [3], pulse pair coherent detection [4], dual-pulse het
erodyne methods [5], phase-generated carrier (PGC) [6], coherent 
phase diversity detection [7], and single-channel detection [8]. These 
approaches typically integrate hardware and software to demodulate 
phase and mitigate high-frequency noise. However, these methods may 
introduce inaccuracies and increase system cost and complexity due to 

the additional hardware required. In recent years, the application of 
heterodyne coherent detection technology in Φ-OTDR has drew wide
spread attention. It provides a wide array of benefits, including expan
sive sensing range, superior spatial resolution, and cost-effective budget, 
along with higher sensitivity and improved SNR [9]. With the continues 
improvement of high-performance of analog-to-digital converters (ADC) 
and embedded processor, the adoption of digital signal processing (DSP) 
strategies for executing functions within sensing systems has become 
increasingly dominated [10]. After heterodyne detection, digital 
coherent demodulation technologies [11–15] are often employed to 
capture Rayleigh backscattering light (RBS) phase changes induced by 
vibrations without adding extra hardware phase demodulation compo
nents. However, these technologies typically involve generating digital 
orthogonal signals from the original signal, which complicates the 
computation process [16]. Moreover, to filter out high-frequency com
ponents from both the original and digital orthogonal signals, matched 
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digital time-domain filters are required. This not only further compli
cates the computational process but also means that the ultimate 
demodulation outcome heavily depends on the performance of the 
digital time-domain filters.

Additionally, the performance of Φ-OTDR systems is significantly 
weakened by the fading phenomenon [17], where the RBS signals in
tensity can be severely diminished, submerging it within ambient noise. 
This phenomenon may lead to significant errors in the demodulated 
phase leading to either failing to accurately reconstruct true distur
bances or misinterpreting false signals as real ones. In response to this 
limitation, some researchers have proposed system architecture en
hancements such as utilizing multiple lasers [18], multiple acoustic- 
optic modulators (AOMs) [19], adding auxiliary structures [20,21], 
and integrating multimodal inputs and outputs [22]. These strategies 
have achieved notable suppression effects. However, improvements in 
system design typically result in increased equipment costs and 
complexity. Moreover, for systems already in operation, making struc
tural modifications to reduce fading in the short term may not be 
feasible. Employing DSP techniques to suppress fading offers a prom
ising approach that does not require modifications to the existing system 
architecture. A critical aspect of this process involves identifying and 
mitigating phase fluctuation noise. Currently, the detection of fading 
points primarily depends on empirical thresholds such as similarity 
analysis [23,24] or patterns of intensity distribution [25–28]. Although 
these methods effectively identify the majority of fading regions, they 
require the adaptation of thresholds for varying situations and cannot 
precisely identify the fading points within the fading regions. Common 
approaches to handling identified fading points include their elimina
tion and subsequent infilling [20]. Direct removal of fading points can 
convert detectable blind spots into permanent dead zones, temporarily 
compromising the system’s detection capabilities. A more advanced 
method involves leveraging the redundancy and correlations present in 
the spatiotemporal phase plane to compensate for signals within fading 
regions [24]. However, when fading points cannot be precisely located, 
suppressing fading noise through phase compensation always require 
sacrificing temporal resolution or spatial detail. Currently, some studies 
have employed deep learning to suppress fading in Φ-OTDR systems 
[29–32]. These techniques can perform end-to-end fading suppression 
without prior identification of fading regions. However, they rely on the 

construction of specific datasets [33], which limits their generalization 
performance and greatly restricts their adaptability.

In this work, we introduce a novel digital phase demodulation al
gorithm for heterodyne Φ-OTDR systems that incorporates fading noise 
suppression without requiring additional phase demodulation or noise 
suppression modules within the system. This algorithm processes the 
acquired digital intermediate frequency signals directly, simplifying the 
system architecture while maintaining effective demodulation perfor
mance. In order to address the limitations of using time-domain filters in 
the digital phase demodulation algorithms, we introduced the Fourier 
transform method (FTM) [34] which converts the phase demodulation 
process to frequency-domain processing to achieve adaptive fast 
filtering, improving speed, accuracy, and SNR compared to traditional I/ 
Q phase demodulation. By introducing residues detection [35], we have 
achieved precisely identification of the fading points and proposed STPC 
for lossless phase compensation to suppress fading noise.

2. Principle

Fig. 1 illustrates the FTM-STPC flowchart, utilizing a one- 
dimensional (1D) optical fiber Rayleigh scattering model for signal 
demodulation. Initially, the signal is Fourier transformed into the fre
quency domain, where either the positive or negative frequency com
ponents are selectively filtered. Peak detection follows, pinpointing the 
peak frequency which is then shifted to baseband. Applying the Inverse 
Fourier Transform extracts the cumulative wrapped phase along the 
fiber. This phase is subsequently expanded into two dimensions, 
reflecting the fiber under test (FUT) length, to facilitate differential 
phase detection for extracting the vibration-wrapped phase. Residue 
detection is applied to this phase, employing STPC based on the quan
titative data from the residue map. This process iterates multiple times 
until the reduction in the number of fading points in the residue map 
ceases. Finally, unwrapping yields the vibration phase information free 
from fading effects. The principles of the algorithm will be specifically 
described below.

2.1. Phase demodulation based on Fourier transform method

In the heterodyne Φ-OTDR system, the continuous laser emitted at a 

Fig. 1. Overall flowchart of the FTM-STPC.
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frequency flo is modulated into pulsed light by a modulator. The fre
quency of the generated pulsed light is shifted relative to the laser source 
frequency, and the frequency of the pulsed light would be fs. The 
resulting Intermediate Frequency (IF) component current is expressed as 

IIF(t)= C|Es‖Elo|cos[2π(fs − flo)t + φ(t)] (1) 

where C denotes the proportionality constant of photoelectric conver
sion. |Es| and |Elo| represent the amplitudes of the probe light and the 
local oscillator light, respectively. The demodulation of the phase term 
φ(t) is achieved through FTM which as illustrated within the red dashed 
box in Fig. 1. Here, set b(t) = 1/2C|Es||Elo|exp[jφ(t)]. Based on Euler 
formula, IIF(t) can be re-expressed as 

IIF(t) = b(t)exp[− j2π(fs − flo)t]
+ b*(t)exp[j2π(fs − flo)t]

(2) 

Ignoring frequency drift of the light source, Eq.(2) undergoes a 
Fourier transform, and applying the Fourier frequency shift property 
yields 

F[IIF(t)] = B(− fs + flo)+B*(fs − flo) (3) 

where F[.] denotes the Fourier transform operation. B(.) represents the 
frequency domain distribution of b(t)exp[-j2π(fs-flo)t]. B(− fs + flo) and B* 
(fs-flo) are complex conjugates. As long as fs ∕= flo, B and B* can be 
separated in the frequency domain. Centering at the origin and dividing 
the frequency domain into two regions, B(− fs + flo) can be effectively 
extracted. Subsequently, by shifting the frequency point at the 
maximum value of B(− fs + flo) to the origin to achieve adaptive fre
quency shift and eliminate the exponential term exp[-j2π(fs-flo)t]. This 
process can be represented as follows 

b(t) = F− 1[F[IIF(t)]G]⋅exp[j2π(fs − flo)t] (4) 

where F-1[.] denotes the inverse Fourier transform operation. G denotes 
extracting negative frequency component signal. The exponential term 
exp[j2π(fs-flo)t] represents the removal of the exp[-j2π(fs-flo)t] by fre
quency shift. Through this procedure, the phase term φ(t) is derived as 

φ(t) = arctan
imag[b(t)]
real[b(t)]

(5) 

2.2. Phase unwrapping and detection of residues

Through the FTM, we can accurately obtain the initial 2D phase 
distribution in spatial–temporal. However, like other phase demodula
tion methods, the true continuous phase of the measurement cannot be 
directly obtained due to the arctangent function for phase calculation, 
which confines the phase value within the range [-π,π]. For the phase 
obtained by the Φ-OTDR system, assuming the number of spatiotem
poral data points is N and M, respectively. The wrapped phase value in 
two dimensions and the corresponding true continuous phase value are 
denoted as g(n,m) and φ(n,m), respectively. (n,m) denotes the subscript 
of the phase map, satisfying 1 ≤ n ≤ N and 1 ≤ m ≤ M. The unwrapped 
phase can be represented as 

φ(n,m) = g(n,m)+2k(n,m)π (6) 

where k(n,m) takes the value of an integer, forming discontinuous 
platforms in the 2D space known as truncation platforms. To perform 
phase unwrapping [33], it is necessary to compare the adjacent wrapped 
phases to identify the truncation platform. Unwrapping is then carried 
out along different paths in the truncated 2D wrapped phase, and the 
first-order derivative is computed in various unwrapping directions. If 
the difference exceeds π, 2π is added to the phase of the subsequent 
point; if the difference is less than − π, 2π is subtracted from the phase of 
the subsequent point. However, obtaining the correct solution is con
ditional. For example, in Fig. 2, the phases at points A and B are 
determined, and regardless of whether the unwrapping is performed 
along path ① or path ②, the result should be the same, i.e., completing a 
closed loop summation along any path must equal zero. According to the 
Green theorem, let the closed region D be bounded by a piecewise 
smooth curve L. If the functions X and Y are continuous on the closed 
region D and possess continuous first-order partial derivatives, then 
∫∫

D
[
∂X
∂x

−
∂Y
∂y

]dxdy =

∮

L
Xdx + Ydy (7) 

The equivalent conditions for the path integral being independent of the 
choice of path is that 
∮

L
Xdx + Ydy = 0 or

∂X
∂x

−
∂Y
∂y

= 0 (8) 

The first-order derivatives of the 2D wrapped phase with respect t to the 
spatial direction and the temporal direction are denoted as X and Y, 
respectively. 

X =
∂g
∂x

= Δgx, Y =
∂g
∂y

= Δgy (9) 

The phase unwrapping from A to B along path ① in space is equivalent 
to 
∫

①
Xdx + Ydy (10) 

The condition for the phase unwrapping to be independent of the chosen 
path is ∂X/∂x-∂Y/∂y = 0 [36]. During demodulation of the Φ-OTDR 
system signals, the fading points must not satisfy this condition when the 
Nyquist sampling is satisfied, and points that do not meet this condition 
are typically referred to as residues [35].

After unwrapping, these residues always cause the propagation of 
unwrapping errors. Therefore, the location of fading points can be 
determined by conducting residues searches on the initial phase map. 
Herein, we provide a comprehensive description of the methodology for 
detecting residues. Specifically, the phase difference loop integration is 
performed on the theoretically smallest closed loop path, namely the 2 
× 2 cell closed loop, to mark the corresponding non-zero regions. For the 
point (n, m) located within the 2 × 2 cell closed loop delimited by the 
red box in the upper-left corner of Fig. 2. If Δij (ij = 00, 01, 10, 11) 

Fig. 2. Path selection and residue detection.
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represents the phase difference between adjacent points, the first-order 
derivative is computed as 
⎧
⎪⎪⎨

⎪⎪⎩

Δ00 = g(n + 1,m) − g(n,m)

Δ01 = g(n + 1,m + 1) − g(n + 1,m)

Δ10 = g(n,m + 1) − g(n + 1,m + 1)
Δ11 = g(n,m) − g(n,m + 1)

(11) 

where g(n + 1, m) − g(n, m) is the discrete form of the partial differ
ential of the phase in the time direction at point (n, m). Using this point 
as the origin, the cumulative wrapped phase differences along the 2 × 2 
pixel closed-loop path are summed to calculate 

R(n,m) =
∑1

i=0

∑1

j=0
Δij =

∂Y
∂y

−
∂X
∂x

= W{Δ00} + W{Δ01} + W{Δ10} + W{Δ11}

(12) 

where W{.} denotes the wrapping operator, which constrains the phase 
to its principal value within the range [− π,π). R(n,m) corresponds to the 
closed-loop integral over a 2 × 2 pixel neighborhood. If R(n,m) = 2π, the 
point is identified as a positive residue. Conversely, a value of R(n,m) =
− 2π indicates a negative residue. In our work, the corresponding 2 × 2 
cell closed loop is marked as a residue, and all these residue values are 
expressed as 1.0. When R(n,m) = 0, then the point is not a residue.

Fig. 3. (a) STPC algorithm flowchart; (b) Schematic diagram of fading noise suppression based on STPC.

Fig. 4. Phase demodulation results of numerical model based on FTM. (a)waterfall plots of vibration at 100 Hz; (b) waterfall plots of vibration at the combination of 
50 Hz with 2300 Hz; (c)waterfall plots of vibration at 2000 Hz; (d)frequency spectrum of the vibration center signal.
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2.3. Quantification and suppression of fading noise

Phase compensation can be performed based on the distribution of 
residues. In order to achieve quantitative characterization of the resi
dues. In this work, we design an operator to characterize the value with 
the maximum proportion of non-zero values among all sliding windows 
in the residue map, namely the maximum non-zero element proportion 
(NZPmax) 

NZPmax = max
S∈{1,1+step,...,M}

{∑N
n=1

∑S+ω− 1
m=S 1[R(n,m) = 1]

Nw

}

(13) 

where the sliding window w is set to the interval of the differential phase 
detection mentioned in Fig. 1, and step size set to step = w/2. This 
function quantitatively characterizes the variation of fading points by 
computing the proportion of non-zero elements within each sliding 
window of the residue map and identifying the window with the 
maximum non-zero element proportion. The function has a maximum 
value of 1 and a minimum value of 0, with larger values indicating a 
higher density of fading points in the region.

The following step will be to suppress fading by the phase compen
sation algorithm STPC. STPC can be divided into spatial and temporal 
parts. This process involves partitioning the data into multiple sub- 
regions based on the width of the differential phase detection interval 
w in the spatial domain and temporal domain. Leveraging the redun
dancy and local correlations of the phase map [28] to replace phase 
value corresponding to the non-zero indices in the residue map within 
these sub-regions. As shown in Fig. 3(a), the compensation procedure 
first searches for the nearest zero-value region in the spatial dimension; 
if none is found, a similar search is conducted in the temporal dimension 
to locate the zero-value phase points for replacement. As shown in Fig. 3
(b), the figure specifically illustrates the phase compensation process in 
the third column.

3. Simulation analysis

3.1. Phase demodulation results of FTM

To quantitatively assess and analyze the performance of FTM-STPC, 
we verified and compared the accuracy of phase demodulation and the 
applicability range of phase compensation using a numerical model. 
Inspired by [37], we conducted a comparative analysis using simulated 
signals generated by a simplified numerical model. In the Section A, in 
order to accurately quantify the performance of different phase 
demodulation algorithms, no noise was added to the numerical model. 
FUT was set to 4 km to cover a typical range of practical applications and 
provide sufficient data to assess system performance. To simulate dis
turbances at different positions and frequencies, sinusoidal testing sig
nals with an amplitude of ±0.5 rad covering a span of 50 m were applied 

at fiber positions of 1000 m, 2000 m, and 3000 m. The frequencies of 
these sinusoidal test signals were set to 100 Hz, and a combination of 50 
Hz with 2300 Hz and 2000 Hz, respectively. The pulse repetition fre
quency was set to 5 kHz and the spatial resolution of the system was 1 m. 
Fig. 4 shows the corresponding phase demodulation results based on 
FTM.

These results demonstrate the capability of the FTM algorithm to 
accurately demodulate the phase to obtain the corresponding precise 
position information and frequency information of vibration signal.

Furthermore, we compared the performance between FTM and the 
representative I/Q phase demodulation algorithm. Fig. 5(a) depicts the 
phase demodulation results of two digital time-domain low-pass filters 
used in I/Q phase demodulation with different filtering bandwidths, 
where each result corresponds to 100 time-continuous phase curves. The 
figure illustrates when the filtering bandwidth is set to 125 % of the 
bandwidth of the matched filter (BoMF), the I/Q demodulation process 
amplifies high-frequency components inherent to the transient features 
of signal, creating artifacts that mimic noise. Conversely, reducing the 
filtering bandwidth to 75 % of the BoMF can suppress these artifacts but 
degrade accuracy by smoothing critical signal details. Therefore, it is 
crucial to balance the filtering bandwidth of the low-pass filters to 
achieve an optimal trade-off between retaining the signal quality and 
minimizing noise, ensuring both accurate phase information and noise 
reduction. In contrast, FTM uses adaptive frequency-domain filtering to 
remove corresponding components with conjugate terms, accurately 
demodulating the respective RBS phase signals without introducing 
filter-induced artifacts. As shown in Fig. 5(b), compared to the I/Q phase 
demodulation using the bandwidth of the matched filter, the phase 
curve at any given time point can accurately determine the spatial dis
tribution of the vibration signal by the FTM phase demodulation. Due to 
the suppressive effect of the digital time-domain filter, the results of 
digital I/Q phase demodulation exhibit a smoother spatial distribution. 
However, this smoothing effect also introduces phase errors. We 
extracted the time-domain vibration waveform at the vibration center 
location (1025 m) and presented the phase demodulation results under 
different phase disturbance amplitudes in Fig. 6. The results demon
strate that FTM can accurately demodulate the phase with high preci
sion across a range of disturbance amplitudes. In contrast, when the 
phase disturbance amplitude is smaller, the digital time-domain filter 
has a more significant impact on the I/Q demodulation, leading to 
increased phase demodulation errors, and the baseline fluctuations 
caused by filter-induced artifacts is significantly higher than that of 
FTM. At the position of 3000 m with phase disturbance frequency of 500 
Hz, it can be observed that despite the phase disturbance reaching ±5.0 
rad, this combination of frequency and amplitude ensures that the phase 
difference between adjacent points does not exceed π, thus preventing 
errors during the phase unwrapping process. However, the demodula
tion results from I/Q demodulation already show significant distortion, 

Fig. 5. (a) I/Q phase demodulation results at different filtering bandwidths; (b) phase spatial distribution of vibration signals demodulated by FTM and I/Q at 
different times.
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Fig. 6. The demodulation results of different phase disturbance amplitudes, where (a) to (d) are the Temporal waveform plots (left) and PSD plots (right) under 
different phase disturbance amplitudes. (a) disturbance amplitude of ±0.1 rad; (b)disturbance amplitude of ±1.0 rad; (c) disturbance amplitude of ±3.0 rad; (d) 
disturbance amplitude of ±5.0 rad; (e) spatial–temporal waterfall of partial different demodulation results and polygon-fitted histogram of SNR and SSIM for 1000 
sets of different demodulation results.
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whereas FTM continues to accurately demodulate the corresponding 
phase values, demonstrating a stronger anti-interference capability. To 
demonstrate the advantages of the FTM algorithm, we randomly applied 
up to 20 perturbation signals across a 5 km range, with each disturbance 
amplitude of signal set to ±x rad, where x ranges from 0 to 3. Addi
tionally, to increase the complexity and realism of the test, we randomly 
set the initial phase difference between the probe light and the local 
oscillator light, and generated IF signals with randomly varying center 
frequencies. We generated 1000 datasets and displayed three sets of 
demodulation results in Fig. 6(e), the series of spatio-temporal waterfall 
plots display the performance metrics for different testing conditions 
across several frequencies and disturbances. This research computed the 
SNR and Structural Similarity Index Measure (SSIM) [38] for the 
demodulation results from both the FTM and digital I/Q demodulation 
by comparing them against the Ground Truth. SNR was used to assess 
the noise resistance of the algorithms, while SSIM, which ranges from 
0 to 1, with values closer to 1 indicating higher similarity, was used to 
evaluate the accuracy of demodulation. On the far right of the Fig. 6(e), 
the polygon-fitted histograms effectively summarize the SNR and SSIM 
outcomes. These histograms, shown in green and orange, demonstrate 
the variance and distribution of SNR and SSIM values across 1,000 
demodulation tests. The SNR histogram reveals that the FTM algorithm 
predominantly exhibits higher peaks and a denser distribution in the 
moderate to high SNR range (10 to 30 dB), suggesting that the FTM 
algorithm introduces less phase noise during the demodulation process 
and has stronger noise resistance. Moreover, the SSIM histogram in
dicates that samples from the FTM algorithm are predominantly 
concentrated around the maximum value of 1, with few samples falling 
below 0.5. This highlights its superior ability to maintain accurate 
demodulation. In contrast, the digital I/Q demodulation exhibits a 
significantly lower number of samples in the high SSIM range. Although 
there is a reasonable number of samples within the 0.6 to 0.8 interval, 
the performance near SSIM value 1 is poor, and a portion of the samples 
falls below 0.5, indicating a higher probability of demodulation failure. 
This further demonstrates that under the same conditions, the demod
ulation accuracy of the digital I/Q modulation is inferior to that of the 

FTM algorithm. In this work, both FTM and I/Q demodulation were 
computed on an X86 computer equipped with an AMD Ryzen 7 5800H 
CPU operating at 3.20 GHz and 64 GB RAM, processing the same 
simulated dataset (N × M = 2500 × 5000). The computational time for 
I/Q demodulation is 0.893 s per data, while FTM takes only 0.491 s per 
data. These times represent the average computational times over 1000 
sets of data.

3.2. Fading suppression results of STPC

We further investigate the performance of STPC for fading noise 
suppression. To demonstrate that phase compensation does not cause 
spatial distribution distortion, the numerical model was used where si
nusoidal interference signals with frequencies of 50 Hz, 100 Hz, and 25 
Hz are applied at 950 m, 1000 m, and 1050 m of the FUT, respectively. 

Fig. 6. (continued).

Fig. 7. Phase distribution of numerical model with closely spaced disturbances 
at three different vibration frequencies and disturbance amplitude of ±1.0 rad.
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Each vibration signal has a length of 50 m, and all phase disturbance 
amplitudes were set to ±1.0 rad. Other parameter settings are consistent 
with Section A. Fig. 7 presents the phase distribution, where the three 
vibrational signals are closely connected. This signal distribution setup 
ensures that the results obtained when validating the phase compensa
tion of STPC for vibration events occurring within fading regions are 
sufficiently reliable. Within fading regions, the intensity of the beat 
signal significantly decreases and can become submerged in environ
mental noise which follows a normal distribution [36]. To enable sys
tematic analysis of algorithm robustness under controllable conditions, 

we intentionally decoupled the attenuation magnitude (deterministic 
parameter) and noise intensity (probabilistic parameter) in our simu
lations. This design choice prioritizes parametric interpretability over 
physical noise-generation mechanisms. Specifically, we simulated 
fading noise by attenuating the beat signal and added Gaussian white 
noise. To achieve quantitatively controlled fading noise generation, a 
single fading region is implemented through the following steps. First, 
the peak-finding algorithm is used to identify the index positions of the 
maximum and minimum peaks of the normalized beat signal. Then, an 
arbitrary maximum peak index is chosen as the starting point, and the 

Fig. 8. Phase demodulation result of numerical model with only Gaussian white noise.

Fig. 9. Beat signals of numerical model with variance of 0.01 and signal amplitude attenuation of 50% in partial regions.
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subsequent even-numbered minimum peak indices are selected as the 
endpoints. Finally, the amplitude of the beat signal within a region is 
attenuated by a random coefficient. Additionally, the added Gaussian 
white noise is controlled by tuning the Gaussian distribution variance of 
the noise. For reference, we initially apply Gaussian white noise with a 
variance coefficient of 0.01 to the all regions without attenuating the 
beat signal. The corresponding demodulation results, as shown in Fig. 8, 
indicate that for this segment of the signal, with a correlation coefficient 
NZPmax = 0.0002, the signal remains unaffected by fading noise. Here, 
we evaluate the overall quality of the signal in this region by calculating 

the average SNR of each column (SNRmean). Further, to explore the ef
fects of fading, random attenuation is applied to the beat signal in the 
region where the vibration signal is located, as illustrated in Fig. 9. 
Specifically, within this 200 m interval, random regions are selected, 
and each region was attenuated by 50 % on their intensity. This 
approach of fixing the attenuation levels is primarily adopted to simplify 
subsequent discussions regarding the impact of different variance levels 
on the results. The corresponding FTM demodulation results are shown 
in Fig. 10. The residue map reveals that within the designated fading 
regions, the beat signal, submerged in Gaussian white noise, results in 

Fig. 10. Phase demodulation result of numerical model with fading noise but without fading noise suppression.

Fig. 11. Phase demodulation result of numerical model with OWA fading noise suppression.
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non-zero values, identified as fading noise spots. This condition leads to 
complete distortion of the vibrational signals that fall within these 
fading regions. For comparative purposes, we initially employed the 
optimal weighted average algorithm (OWA) [25] to mitigate fading 
noise. However, as illustrated in Fig. 11, this algorithm exhibits limi
tations when dealing with signals in extensive fading regions. This may 
result in distortion of vibration signals and cannot quantitative assess
ment of fading noise suppression, relying solely on imprecise compari
sons through changes in SNRmean within the respective region. 
Particularly noteworthy is the lack of reference data required to 
compute SNRmean when utilizing real experimental data, thereby 
impeding accurate measurement of the algorithm compensatory effects. 
The outcomes of STPC are illustrated in Fig. 12. It can be observed that, 
following phase compensation, where NZPmax = 0, the vibration signals 
within the region are no longer influenced by fading noise. Spatial- 
temporal waterfall plots show that no overlap or difference between 
the positions corresponding to the different frequencies after 
compensation.

In practical scenarios, different components in Φ-OTDR systems can 
lead to varying levels of noise floor. To further explore the generaliza
tion of the STPC algorithm, we investigated the impact of different noise 
floor levels under fixed attenuation conditions. We changed the variance 
in the fading regions, starting from 0.001, with the corresponding beat 
signals displayed in Fig. 13 depict the demodulation results of the FTM 
without phase compensation and the FTM-STPC with compensation, 
respectively. It is observed that even at extremely low noise levels (the 
Gaussian distribution of noise has a variance of 0.001), despite signifi
cant attenuation of the beat signal, there is no substantial generation of 
fading noise. This indicates that the appearance of fading noise is 
correlated not only with the attenuation of the beat signal but also with 
the ambient noise burying it. Consequently, determining fading regions 
merely based on the intensity threshold of the beat signal is inaccurate. 
As the noise within the region increases, even though fading points 
irregularly emerge, STPC still manages to accurately restore the vibra
tional signal to some extent. The decline in demodulation accuracy is 
primarily due to the large-scale random phase noise caused by the 

Fig. 12. Phase demodulation result of numerical model with STPC fading noise suppression.
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applied Gaussian white noise, which destroys the original phase signal.

4. Experimental results

Based on the analysis of the simulation results, we believe these 
findings offer valuable insights for practical applications. To validate the 
effectiveness and feasibility of the simulation results, we further eval
uate the overall performace of FTM-STPC through experiments. The 
experiment in this work based on a standard heterodyne Φ-OTDR system 
[37]. As illustrated in Fig. 14, the system utilizes a high-coherence 
narrow linewidth laser (NLL) with a wavelength of 1550 nm as the 
light source. The continuous light emitted from the NLL is divided by 
Optical Coupler 1 (OC1) into two streams: 90 % as probe light and 10 % 
as local oscillator light. The probe light is modulated by an AOM into 
light pulses lasting 50 ns with an 80 MHz frequency shift and amplified 
through an erbium doped fiber amplifier (EDFA) with a current value set 
to 65 mA. Subsequently, the amplified light pulses are directed into the 
sensing fiber via a circulator, and part of this fiber is wrapped around a 
piezoelectric transducer (PZT) to simulate external disturbances using 
the vibrations of the PZT. Within the sensing fiber, the RBS interferes 
with the local oscillator light in Optical Coupler 2 (OC2), creating a beat 
signal that is detected by a BPD and recorded by a data acquisition card 

(DAQ). The triggering pulses are provided by a pulse generator (PG), 
pulse repetition frequency is set to 20 kHz. The probe pulse is injected 
into the 2.5 km FUT, with approximately 50 m FUT wound around a PZT 
located at a distance of 2040 m. Subsequently, a sinusoidal wave of 1 V 
and 100 Hz was applied to the PZT and the sampling time is 0.5 s. As 
shown in Fig. 15(a), the actual acquired beat signals show varying de
grees of spatial attenuation. Fig. 15(b) and (c) present the spa
tial–temporal waterfall plots obtained directly through FTM and I/Q 
demodulation. Without fading noise suppression algorithms, the overall 
demodulation results are typically affected by fading noise. A compar
ative analysis of both demodulation algorithms in selected vibration 
regions reveals that the NZPmax coefficient for I/Q demodulation is 
nearly twice that of FTM, demonstrating FTM’s superior noise resis
tance. Further comparison involved analyzing locations at 2052 m, 
unaffected by fading noise, and 2062 m, affected by fading noise, as 
shown in Fig. 15(d) and (e). At the location free from fading noise 
interference, both FTM and I/Q accurately demodulate the RBS vibra
tion phase signal, displaying good smoothness and periodicity with 
precise frequency demodulation and no significant harmonic interfer
ence in spectral analysis. The spectral intensity of the FTM demodula
tion results is slightly higher than that of I/Q in the frequency spectrum. 
At locations affected by fading noise, the demodulation results from 

Fig. 13. Phase demodulation results of simulation model for FTM-STPC suppression of fading noise when different noise variance is applied. (a) Beat signals with 
different noise variances; (b) FTM demodulation results with different noise variances; (c) FTM-STPC results with different noise variances.
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both FTM and I/Q exhibit significant distortions in the waveform. 
However, due to its enhanced noise resistance, the FTM still accurately 
represents the actual peak frequency of 100 Hz in the spectral analysis, 
whereas the I/Q results are entirely inaccurate.

Next, we further explore the effectiveness of the STPC algorithm 
through experimental data. As shown in Fig. 16(a), following phase 
compensation via the STPC algorithm, the NZPmax is reduced from an 
initial value of 0.28 to 0.0002, achieving a fading suppression rate of 
99.93 %. Fig. 16(b) illustrates the results before and after the application 
of the STPC algorithm in the region unaffected by fading noise. The 
temporal waveform plot, PSD plot, and frequency spectrum overlap 
completely, indicating that using the STPC algorithm to compensate for 
fading regions in adjacent phases does not affect regions that are not 
experiencing fading noise. As depicted in Fig. 16(c), in the regions 
originally affected by fading noise, the STPC algorithm restores the 
nearly completely distorted waveforms to accurate representations. The 
PSD plot and frequency spectrum demonstrate that distortions within 
the low-frequency range are fully suppressed, with an improvement in 
SNR of 18.9 dB.

In the previous section, we applied the OWA algorithm in an attempt 
to suppress fading noise in simulated vibration signals across most areas, 
but the results were suboptimal. In this section, we apply the OWA al
gorithm to experimental data, as illustrated in Fig. 17(a). Due to the 
difficulty in quantitatively assessing the residual fading noise in the 
processed results using the OWA algorithm, direct observation reveals 
that, although the fading noise in the vibratory areas has been largely 
suppressed, significant interference persists in regions that should be 
non-vibratory but are still affected by fading noise. This outcome is in 
contrast to the use of the STPC algorithm, depicted in Fig. 16(a), which 
more effectively mitigated fading noise. Further, we have plotted the 
spatial phase value curves between 0.275 s and 0.285 s, as illustrated in 
Fig. 17(b), (c), and (d). Comparing these with the original phase curves 
without fading suppression, it is clear that both algorithms reveal the 
locations and amplitudes of vibrations distinctly. However, in terms of 
spatial detail, such as at the 2120 m mark circled in the diagrams, STPC 
demonstrates superior spatial resolution. This advantage is attributed to 
STPC’s precise identification and replacement of fading points. In non- 
vibratory regions, STPC accurately locates and replaces fading points 
as well, restoring the phase noise caused by fading to a normal, smoother 
phase value.

To further investigate the reliability and applicability of the FTM- 
STPC algorithm, we modified some experimental conditions and 

system parameters. As shown in Fig. 18, we reduced the pulse repetition 
frequency to 1 kHz and injected the probe pulse into a 3.5 km FUT. 
Additionally, at the 2.6 km position, approximately 100 m of the FUT 
were coiled, and this coiled 100 m of FUT was placed under a 3 kg iron 
plate with a thickness of 5 cm. A 1 kg acrylic cylindrical barrel with a 
diameter of 15 cm was positioned on the iron plate. Subsequently, a 2.7 
g ping-pong ball fell into the barrel from a height of 0.5 m and was 
bounced up by the iron plate, generating an underdamped vibration 
signal with gradually decreasing amplitude. In order to explore the 
different noise environments, we adjusted the current of the EDFA to 
alter the intensity of the optical pulses and recorded the phase noise 
gradually increasing corresponding to three data sets with EDFA cur
rents set at 65 mA, 60 mA, and 55 mA, respectively. We analyzed the last 
second data of each group of underdamped vibration signals. As illus
trated in Fig. 19(a), with decreasing EDFA current values, direct 
demodulation using FTM reveals not only an increase in random phase 
fluctuations of RBS but also an overall escalation in fading noise. At an 
EDFA current of 55 mA, the vibration locations nearly completely fall 
into fading regions. At the 2580 m position, the corresponding temporal 
waveform plots progress from partial to complete distortion. Fig. 19(b) 
displays the outcomes after applying STPC, where the NZPmax values 
decreased by approximately three orders of magnitude, and the fading 
noise suppression rates exceeded 99 %. The waveforms at the 2580 m 
position were restored, with the corresponding vibration spectral peak 
frequencies reverting to approximately 43 Hz. When phase noise is not 
significant, STPC accurately restores the ideal underdamped vibration 
waveform pattern. Fig. 19(c) provides a more intuitive display of the 
PSD heatmap for the one second interval from 1900 m to 3200 m. This 
visualization clearly illustrates the conditions before and after the 
application of the STPC algorithm. Even under conditions of significant 
random phase noise, STPC can still compensate and accurately restore 
the correct vibration signals, consistent with the findings discussed in 
the previous section using simulated signals to explore varying ampli
tude SNR in intermediate frequency signals.

5. Discussion

In this work, we introduce a novel digital phase demodulation al
gorithm for heterodyne Φ-OTDR systems that directly processes inter
mediate frequency signals, simplifying system architecture and 
maintaining high demodulation performance without additional mod
ules. In the Φ-OTDR digital phase demodulation segment, we introduce 

Fig. 14. The schematic diagram of heterodyne Φ-OTDR system.
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Fig. 15. Demodulation results when 100 Hz sinusoidal vibration is applied. (a) spatial–temporal beat signals; (b) waterfall plot of FTM phase demodulation without 
fading suppression; (c) waterfall plot of I/Q phase demodulation; (d) from left to right, the sub-plots show the temporal waveform plot, PSD plot, and frequency 
spectrum of different demodulation algorithms at 2052 m position; (e) from left to right, the sub-plots show the temporal waveform plot, PSD plot, and frequency 
spectrum of different demodulation algorithms at 2062 m position.
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FTM for the first time. Unlike traditional digital phase demodulation 
methods, FTM eliminates the need for generating orthogonal compo
nents and relying on matched digital time-domain filters. Through 
rigorous derivation, we demonstrate that FTM achieves adaptive fast 
demodulation and filtering by filtering out conjugate terms in the fre
quency domain and performing subsequent frequency shifting. This 
method only results in a loss of half of the intensity value, while fully 
preserving the phase signal. Although the FTM method provides faster 
processing compared to traditional I/Q demodulation techniques, real- 
time implementation in systems with very high data rates or long data 
acquisition times may still face challenges in terms of computational 
complexity. Further optimization of the algorithm, possibly through 
parallel processing or hardware acceleration, could be explored to 
reduce the computational overhead in such scenarios. Moreover, our 
research delves into the mechanisms of fading noise, allowing precise 

localization and quantitative characterization of fading points. Ulti
mately, employing STPC enables effective fading noise suppression 
across the majority of fading regions. Compared with existing Φ-OTDR 
fading noise suppression techniques, precise localization of unreliable 
phase points can be achieved by detecting residues in wrapped phases. 
Subsequently, utilizing STPC on this basis enables the suppression of 
fading noise without sacrificing signal quality. By calculating the pre- 
compensation and post-compensation NZPmax values, the adequacy of 
fading suppression can be accurately measured. STPC is executed iter
atively to refine the phase signal and can be independently integrated 
with various techniques, such as digital I/Q phase demodulation. 
Additionally, since the phase at the fading points is replaced with the 
phase from surrounding points, when the overall SNR is low, the phase 
used for replacement becomes random. After several iterations, the vi
bration phase signal may evolve into smooth random phase noise. 

Fig. 16. Demodulation results of FTM-STPC when 100 Hz sinusoidal vibration is applied. (a) waterfall plot with fading suppression; (b) the temporal waveform plot, 
PSD plot, and frequency spectrum at 2052 m position before (FTMbased) and after (FTM-STPC) phase compensation; (c) the temporal waveform plot, PSD plot, and 
frequency spectrum at 2062 m position before (FTMbased) and after (FTM-STPC) phase compensation.
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Therefore, noise suppression of the overall random phase prior to 
applying the STPC algorithm is an effective improvement. For large- 
strain vibration signals, where the phase difference between adjacent 
points exceeds π, the STPC algorithm is not applicable. Specifically, 
these points are recognized as residual points, and replacing them with 
nearby phase values fails to optimize the signal. This is why, in the 
presence of significant random phase noise, NZPmax cannot be reduced 
to 0, regardless of the number of iterations.

6. Conclusion

In conclusion, this study introduces the FTM-STPC algorithm, an 
innovative digital phase demodulation technique for heterodyne 
Φ-OTDR systems that seamlessly integrates fading noise suppression 
within the demodulation process. By employing frequency domain 
processing, FTM-STPC simplifies the system architecture, eliminating 
the need for orthogonal signal generation and digital time-domain fil
ters. The algorithm enhances phase signal fidelity through adaptive 
filtering and accurately identifies fading points using residue detection, 
followed by STPC to mitigate noise under challenging conditions. 
Comprehensive simulations and experimental validations demonstrate 
that FTM-STPC significantly outperforms traditional digital I/Q phase 
demodulation methods in terms of demodulation speed, accuracy, and 
noise resistance, while maintaining fading noise suppression below 1 %. 
Overall, FTM-STPC offers a robust and efficient solution for enhancing 
the performance of heterodyne Φ-OTDR systems, paving the way for 
broader applications in various fields.
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Fig. 19. Underdamped vibration demodulation results for a ping-pong ball. Each row corresponds to EDFA current settings of 65 mA, 60 mA, and 55 mA, from left to 
right. (a) FTM phase demodulation results: the upper subfigures show temporal waveform plots at 2580 m, and the lower subfigures display the corresponding 
frequency spectrum. (b) FTM-STPC phase demodulation results: the upper subfigures show temporal waveform plots at 2580 m, and the lower subfigures display the 
corresponding frequency spectrum. (c) PSD two-dimensional heatmaps from 1900 m to 3200 m before compensation (green box) and after compensation (or
ange box).
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